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Figure 1: Overview of the SEARLE approach [1]. The proposed demo relies on the state-of-the-art SEARLE method to let users
perform image retrieval with human feedback.

ABSTRACT
Composed image retrieval extends traditional content-based image
retrieval (CBIR) combining a query image with additional descrip-
tive text to express user intent and specify supplementary requests
related to the visual attributes of the query image. This approach
holds significant potential for e-commerce applications, such as
interactive multimodal searches and chatbots. In our demo, we
present an interactive composed image retrieval system based on
the SEARLE approach, which tackles this task in a zero-shot manner
efficiently and effectively. The demo allows users to perform image
retrieval iteratively refining the results using textual feedback.

CCS CONCEPTS
• Computing methodologies → Visual content-based index-
ing and retrieval; • Information systems → Image search.
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1 INTRODUCTION AND RELATEDWORKS
In contrast to traditional single-modality content-based and text-
based image retrieval, Composed Image Retrieval (CIR) [4, 7] in-
corporates both visual and textual modalities to specify the intent
of the user. Specifically, given a query consisting of a reference
image and a relative caption, CIR aims at retrieving target images
that are visually similar to the reference image but contain the
modifications indicated by the relative caption. The bi-modality of
the query provides the user with more fine-grained control over the
properties of the target image since some properties can be more
easily described in terms of language, while others can be better
expressed visually.

Existing systems, such as [2], rely on supervised learning, which
limits their wider use in domains other than that of their training
datasets [1, 6]. On the contrary, we employ the state-of-the-art
SEARLE method, which tackles Zero-Shot CIR (ZS-CIR) [1, 6], thus
removing the requirement for labeled training data. This is proven
to improve the generalization capabilities of the model [6]. By em-
ploying SEARLE, we allow users to upload their images without any
restriction on their domain or source and perform image retrieval
with user-provided textual modifications.

2 APPROACH
Our demo is based on the SEARLE approach [1], which relies on the
CLIP [5] vision-language model. SEARLE reduces CIR to standard
text-to-image retrieval by performing a textual inversion of the
reference image, i.e. mapping it to a learned pseudo-word residing
in CLIP token embedding space. SEARLE involves pre-training an
expressive and efficient textual inversion network 𝜙 (consisting of
an MLP) on an unlabeled image-only dataset. At inference time,
given a query (𝐼𝑟 ,𝑇𝑟 ), 𝜙 predicts the pseudo-word associated with
𝐼𝑟 , which we concatenate to 𝑇𝑟 . Finally, we take advantage of the
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(a) Interface for selecting the reference image. The user can upload
an image or choose one of the provided examples.

(b) Interface for inserting the relative caption. The user can write a
custom relative caption or choose the suggested one.

(c) Interface of the retrieval results.

Figure 2: Screenshots of our demo interface.

CLIP common embedding space to perform text-to-image retrieval.
Figure 1 shows the workflow of SEARLE.

The SEARLE method is suitable for the purpose of our demon-
stration, as it has been shown to generalize well to images belonging
to a wide range of domains, from fashion to natural images, obtain-
ing SotA on ZS-CIR on three different datasets [1, 4, 8]. Moreover,
SEARLE is really efficient, since it requires only a single forward
pass of an MLP to perform textual inversion, which is carried out
in a negligible time.

3 DEMO
The proposed demo allows users to leverage SEARLE to interac-
tively perform image retrieval with user-provided textual modifi-
cations. The demo is a Flask-based web application accessible via
standard web browsers on both PCs and mobile devices. We will
provide an interactive live demonstration and we will also host an
online server to let users independently test our system. Before
running the demo, we pre-extract the visual features of the index
images with the CLIP image encoder. This step removes the need
of computing them for each query, thus reducing the latency and
mirroring real-world scenarios such as online shops where index
images represent available items. Textual features, on the other
hand, are computed dynamically upon user queries, since we do
not know the user-provided textual feedback in advance. Thanks to
our arrangements and the efficiency of SEARLE, the demo runs on
low-end CPUs with low latency times during all user interactions.
We employ the 120K real-world images of COCO 2017 unlabeled
set [3] as the index images. Differently from [2], which evaluates
their model on the test set corresponding to the training dataset, we
consider COCO even if SEARLE did not employ it for training. We
use COCO as the index set for the wide content variety of its images,
but we could consider any image gallery without any restriction on
its domain or source thanks to SEARLE generalization capabilities.

Figure 2 shows the interface of our demo. Firstly, the user can
either upload a reference image or choose one of the randomly
selected examples we provide. Figure 2a illustrates the interface
of the demo designated for choosing the reference image. After
selecting or uploading the reference image, the user must provide
textual feedback. Figure 2b shows the interface that allows the user
to insert an arbitrary relative caption or to choose the suggested
one if available. The suggested captions are taken from the recently
introduced CIRCO dataset [1]. Finally, given the user-provided
multimodal query, our demo provides the user with the retrieved
images. Figure 2c shows an example of the results page of the
demo. If the user is not satisfied with any of the retrieved results,
they can refine their search by selecting a retrieved image as a
new reference image for a subsequent query. This iterative process
mimics a dialog-based search system, enabling a more natural and
precise retrieval process.

4 CONCLUSION
The proposed demo system allows the user to interactively leverage
the SotA SEARLE method for zero-shot composed image retrieval.
The demo enables users to upload their image queries and provide
user-defined textual feedback. It also facilitates a turn-based interac-
tion that replicates the behavioral patterns of a user navigating an
e-commerce website. Such an approach fosters a user-centric search
experience, empowering users to effectively communicate and ex-
plore their specific search requirements. The presented system can
be deployed on low-performance devices while maintaining low
latency times, which makes it suitable for production environments.
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